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INTRODUCTION It is true that theoretically it becomes difficult to separate the

o . . ffects d to highl Ii iabl i Itipl
Craymer and Varnik [1986] performed a multiple Ilneare ects due fo Nighly collinear: variabies In a mufipie
ression. Collinearity among the independent variables

. ; . T
trzgtr?;s'lzneinnalyrséfra?:rt]'ot:?rele(\)/r?:e“dn?ﬁ?ealtwae?(;rqlggz 19g1rf'ﬁj§ults in a matrix of normal equations whose ill-conditioning
veting ! P : { ]. Ou simply causes the estimated regression coefficients and their

analysis revealed that in addition to differential refractio‘p variance matrix to be numerically unstabRefley et al
turning point settlement and an effect dependent on he 0, p. 96]. In its limiting form, perfectly correlated or

dlﬁ_‘erenc_es are also present in the discrepancies O.f the_se(ét(I) thear variables cause the matrix of normal equations to
height differences from forward and backward runnin§tein

S . b ingular, and I luti b ted. Th
et al. [1986] dismiss our results arguing that (1) theecome singuiar, and no reguar soitlion can be compute ©

) . . . . fesence of correlations among the independent variables
independent variables used in a multiple regression analysis

must be statistically uncorrelated and that anv statistic ows in the covariance matrix of the estimated multiple
u istically u y Isticg }jression coefficients. Large correlations will inflate both the

significant correlation invalidates a multiple regression . . . .
Y P 9 iagonal (i.e., errors in regression coefficients) and off-

analysis,  (2) our res“'Fs are not robust_ due to the _correla_tl gtgonal (i.e., correlations) elements of the covariance matrix
between two of our independent variables (section hei

) . . elsley et al. 1980, p. 115Neter and Wassermari974, p.
difference dH and number of turning pointg) when two 341]
igﬁgﬁj r;isonireargﬁlj:f:n;g?g btg::aaf:tabltaanfﬁmglr% %Z(ijtivfas;) Othe question of concern, however, is whether the magnitude
correlated, whereas the estimated re ressi%n cogfficientg i?fvthis correlation is large enough to significantly affect our
opposite :signs 9 PYits (i.e., the estimates of the regression coefficients) and

. S n% just whether the correlations among the independent
We believe that these comments are unjustified and would . e ;

h ded to th : had b ) va}s]lables are statistically significant, &tein et al.[1986]
oavirtreﬁ'rt)ort]oere .2 t?wrg'rlsn ?.l:)rr ‘:gperbl.gat.gvf (ﬂf;r; gl\;enco fend. A review of the literature on this topic will reveal that
pportunity view theirs pri publication was fi% independent variables must be highly correlated before
reference to our work in the manuscript supplied to us byi

. . o ) tabilities may be expected to occur in the estimates of the
Stein prior to publication). We will therefore show here that y P

: o ¥agression coefficients see, e.beter and Wassermai974,
their arguments are not based on correct statistical theory. ( be A

- . . ) .. 341] andBelsley et al[1980, p. 86]). In their introductory
addition, we will also address a few more questions raised in . .

. . - ook on regression analysisleter and Wassermafi974, p.
their reply to our rebuttalStein et al. this issue].

341] state
MULTIPLE REGRESSION ANDCOLLINEARITY The fact that some or all independent variables are correlated among

The problem of linear correlation between two independ#heimselves does not, in general, inhibit our ability to obtain a good fit nor
variables is well known in multidimensional regressiaioes it tend to affect inferences about mean responses or predictions of
analysis. The terms collinearity, multicollinearity, and ilhew observations, provided these inferences are made within the region
conditioning are all used to denote this situatibleter and of observations.
Wasserman 1974, p. 339Belsley et al. 1980, p. 85SAS
Institute Inc, 1985, p. 672]. The latter, however, is preferrédl practice, statisticians do not worry about such correlations
since it more precisely describes the problem as a numetigél they are of the order of about 0Befsley et al. 1980, p.
one. In fact, most of the diagnostic tools used for detectddg 153; M.S. Srivastava, Department of Statistics, University

collinearity are from the field of numerical analysis. of Toronto, personal communication, 1986]. Clearly, this is
not a problem in our analysis where correlations are less than
Copyright 1989 by the American Geophysical Union. 0.5, even when the data sample is altered by deleting sections
57 and 58 as suggested $tein et al[1986].
Paper number 89JB00356. Collinearity is more reliably identified by examining the

0148-0227/89/89JB-00356$02.00 eigenvalues of the matrix of normal equations. In the presence
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of collinearity, some of the eigenvalues will be very smadkections effectively act as a basis for comparison with the
Belsley et al.[1980] assess “smallness” using conditiarphill levelling. Calling these sections “outliers” is also
numbers defined as the square root of the ratio of the largestrasmtrect (“influential” observations is used in conventional
smallest eigenvalues. When this number is very large, shatistical terminology) and falsely implies they are
problem is ill-conditioned and collinearity is said to existontaminated by blunders or gross errors: there are no blunders,
Based on experimental evidendglsley et al[1980, pp. 105, the levelling simply went downhilll We wish to make the
112, 153] associate weak dependencies with condition numpenst that we would consider it most improper to eliminate any
around 5 or 10 and moderate to strong relations with condigerent from a given sample unless it can be shown conclusively
indices of 30 to 100. Only when condition indices are of tirat a blunder (mistake) occurred in the levelling observations.
order of 100 do they consider any great potential harm to Eaeh event represents a unique set of circumstances that a
regression estimates. Our results exhibit no large condiSancessful model must be capable of explaining.

numbers. In fact the largest condition number is 4 (obtainefihe statement bystein et al.[1986] that “just” one or two
when sections 57 and 58 are omitted), typical of only a wesaktions would be removed is also misleading. In fact, each
dependency. Thus the comments Byein et al. [1986] section is composed of hundreds of observations of the
regarding the incorrect application of multiple linedevelling rods! Summing together the number of setups in
regression in the presence of moderate correlation are errond@mse sections, one finds that “only” one or two sections

as they now realize. actually amounts to 46 or 78 setups (184 or 312 individual
observations), respectively! Contrary to what Stein et al.
INFLUENTIAL OBSERVATIONS would have us believe, this is indeed a significant portion of

. . the sample which should not be dismissed so lightly.
In their second commenétein et al.[1986] argue that byMoreover, every such “event” in levelling is a result of a series

removing "just” one and two sections, the correlation betweo "measurements subjected to repeated internal testing to

the section height differenagH and number of turning points revent any blunders from occurringStein et al [this issue]

tp becomes statistically significant. They conclude from tIli'gntend that this testing is performed only for individual setups

.th"f‘t our results are not rObUSt'. 'Howevgr, as explained a.b%vned that a disturbance of an individual instrument setup or
it is not the existence of statistically significant correlatio

but their magnitude that influences the regression solution ring point will not be detectable. This is only partially not
causin numgerical instabilities in their estingation As we h t\r/%%’ for an error caused by a disturbance of the instrument woulld
9 ’ e fully apparent in the differencing of the high-low scale rod

shown, there iis no evidence of significant collinearity Peradings. Although a disturbance of a turning point will indeed

lll-conditioning in our results even when the two d'SpUt%% undetected in this check, it is precisely these systematic

secthns are dele.ted. from the data sample. .errors that we are accounting for and successfully resolving in
Stein et al.[this issue] further argue that the regressign regression model

coefficient for dH depends on the two sections in question, our opinion no event should be eliminated unless there is

This is simply not true. We have already shown in our pa §od physical evidence to show that it is affected by blunders.

that removal of section 57 (or any section for that matter) fr nﬂ)roposed model should be capable of modelling all events. If

the multiple regression analysis does not change the valuet eOfdata do not fit a model, the model should be modified, not

the. estimates at any rgasonable significance Igvel. On.ly.tﬁ Cdata. By eliminating one, two, four, six events (when does
variances and correlations among the regression coeffici

BAE stop?), one can statistically prove almost anything.
actually become larger. The absolute value of correlation P?). yp yting

between the regression coefficients it anddt increase from
0.61 to 0.77. The variances and correlations become even
larger when both sections 57 and 58 are removed from tha their final commentStein et al.[1986] state that positive
sample: the absolute value of correlation between regressmmelation betweendH andtp makes our conclusion that the
coefficients fordH anddt increases to 0.87. Although theegression estimates have opposite signs “untenable.” This is
deletion of both sections 57 and 58 increases the levetroé only for simple linear regressions (i.e., regressions using
multicollinearity and ill-conditioning in the regressioonly one independent variable) or for multiple regressions
estimation, the actual regression coefficients do not champere the independent variables are completely uncorrelated
greatly contrary to the claim bStein et al[this issue]. This iswith each other. It is not generally true for multiple
in complete agreement with the passage quoted Boaper and regressions when the independent variables are correlated even
Smith[1981, p. 170] byStein et al.[this issue] which statesmoderately. The correlation coefficients are based on
that the fit of the model (i.e., regression coefficients and matividual simple regressions of the dependent variable on each
just their statistical significance) must be greatly affected ihgependent variable and not on a multiple regression with all
the deletion of one or two observations before they canvhdables. In a multiple regression the sign of the regression
considered for removal. Thus there is little evidence to supporfficients do not depend solely on the correlation
the removal of the two sections in dispute. coefficients; other correlations must also be taken into
The deletion of sections 57 and 58 from the analysis shaddount.
also be resisted from the physical point of view. It is preciselyt is relatively easy to prove this mathematically. Consider,
these sections (the only ones proceeding downhill) that enaklean example, a linear regression (including the intercept term)
the regression analysis to reliably resolve the effects dakHtoof a dependent variableon two independent variablesandy.
andtp. Although more such observations would have beegt r,, andr,, represent the correlation coefficients between
better, the lack of abundance of levelling downhill should rastd the independent variablesandy, respectively, anaiXy the
be taken as justification for removing those we have. Theserelation coefficient between the independent variables

CORRELATION AND REGRESSIONCOEFFICIENTS
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themselves. The regression coefficiebisandby, may then be correlation coefficients between the dependent and independent
expressed in terms of the correlation coefficients as [Edwawdsjables cannot properly describe the effect of each

1979, p. 45] independent variable on the full model. We would expect the
correlations fordH andtp to be small, aStein et al][this issue]

_ S (rzx — gy l’xy) have found, due to the much larger effect of refraction which

x = s (1 - 2) “swamps” the others. Examining the actual partial correlation
X Xy coefficients (the values listed in Table 1 &fein et al.[this

issue] are just correlations), one finds that for the turning point

b = S, (Fzy = TaxTxy) and height difference variables in our model, the partial

y sy (1 - rxyz) correlation coefficients are 0.13 and 0.28, respectively (see

Table 1), not -0.06 and -0.08 as Stein et al. claim.

wheres,, s, ands, are the sample standard deviations of the twa'he partial correlation coefficient is also not without its
independent variables andy and of the dependent varialde problems however. In particular, the coefficients depend on the
respectively. Clearly, the three quantitieg, r,x andr,y order in which the independent variables are entered into the
govern the sign oby andb, (note thats,, s, s, andr,,? are all model Edwards 1979, p. 49]. A better statistic is the type I
positive), not just the sign ofy, as implied byStein et al. partial correlation coefficient used by SAS (the former is
[1986]. For example, wheny, is positive and,, andr,y are of referred to as type ). This is a measure of the reduction in the
opposite signs, the regression coefficieriig gndby) will also total variance that results from the addition of an independent
be of opposite signs. In our regression model with thxegiable when all others are included (conversely, it can also be
independent variables (two of which are moderately correlatde§cribed as a measure of the increment in the total variance
and no intercept, the expressions for the regression estimabes a variable is removed from the full mod&AR Institute
in terms of correlations will be even more complicated (ednh., 1985, pp. 9 and 660]. In our model, we get values of 0.27
involving four correlation coefficients) and difficult to predictand 0.28 for type Il partial correlations correspondingd td

Clearly, one cannot predict the signs of the regressamitp, respectively. When using correct statistical procedures,
coefficients from their correlations with the dependent variable therefore find that there is indeed a strong and statistically
alone asStein et al.[1986, this issue] would have us believsignificant correlation when the other variables in the model
Our results are obtained from the popular SAS software, which also considered. The correlation coefficients quoted by
has been thoroughly tested and routinely used for s&téin et al.[this issue] are meaningless in multiple regression
problems [seeSAS Institute In¢.1985]. Moreover, theseproblems and explain their erroneous conclusions regarding the
results agree exactly with those from our own independesilynificance of the turning point settlement and height
developed software used @raymer and Vark [1986]. The difference variables.
fact remains that the regression coefficients dét andtp are It is important to realize that partial correlations are used in

statistically significant and of opposite sign. the context of multiple regressions only as a crude indicator of
which variable to select next in a forward stepwise approach to
PARTIAL CORRELATION COEFFICIENTS building the regression model (see, eBraper and Smith

In their reply, Stein et al[this issue] also argue that becau ecific variable is statistically significant and should remain

of the lack of correlation between the discrepancy (depen b | . . )
) . ) . Th | h the | I
variable) anddH andtp (independent variables), these effec'&r} e mode e variable with the largest (not necessarily

. ~Statistically significant rtial correlation is simply the nex
should be left out of the model. What they fail to mentlona stically significant) partial correlation is simply the next

. . - . ... one to add into the model. Once a new variable is found, it is
however, is that the effects are indeed statistically S|gn|f|(:ﬁ]nén tested to see if it results in a statistically significant

in a multiple regression. This oversight results from tf&e

. . . - uction in the total variance of the dependent variable.
apparent misunderstanding of the correlation coefficient an ."‘Phe test used for assessing the statistical significance of an

use. Throughout their reply they use both the terms correlaﬁll pendent variable is the partiltest which is identical to

and_ p_artlal correlation _for the same StatIStIC: . The act £t test on the individual regression coefficientydper and
statistic used by them is the correlation coefficient, not

%ith 1981, pp. 101-102]. This test is mandatory in multiple

partial correlation coefficient as they claim! . ) .
- L . . regression problems as it accounts for all the independent
The correlation coefficient is not based on a multipl

. . ; griables, whereas the correlation coefficients (simple or
regression but only on a simple regression of the depen%

L . .

. . . ) ) %rr)tlal do not. We have given the confidence levels for these
variable on a single independent variable without ) g

consideration of the others. It measures the reduction of the

ts Craymer and Vangk 1986] and show that the estimated
. . regression coefficients in our model (i.e., refraction, turnin
total variance of the dependent variable when only one spe?’l ( 9
e et oe P, oreetican: e he 05% evel (see Table 1)
' ’ P inally, we wish to point out that contrary to the assertions

regression. It is a measure of the reduction in the total vanance. o\ o1 ofStein et al[this issue],Craymer and Variik

that results when each independent variable is entered int : . ) L
model in sequence [sd@raper and Smith1981, p. 265]. OnlycthgG] never used partial correlations. We consider it improper

when the independent variables are completely uncorrelate Oarr them to atribute these quantities to us, especially when
. P ; . pietely - HElf values are wrong! We therefore computed the correct
the simple correlation and partial correlation coefficients t

same Values and give them here in our TableCraymer and Vanik

In our model, two of the independent variables are moderat1 86] did not include them because we did not use a forward

. . S pwise approach to build our model. Instead we used a
correlated. Thus, contrary tBtein et al.[this issue], the backward stepwise method [s@eaper and Smith1981, pp.

§1981, pp. 307-310]). They are not used to test whether a

olht settlement, and height difference) are all statistically



TABLE 1. Comparison of Multiple Linear Regressions on Discrepancy Between Forward and Backward Section Runnings With and Without an
Intercept “int”

Cumulative Regression Standard Partial Type | Partial Type |l Partial Total F Test
Model Magnitude Coefficients Deviation F Test Correlation Correlation andR?
All data used
ref 13.6 mm 4.6x10° mm/n? °C 0.5x10° 99.99% 0.77 0.77 99.99%
tp 20.3 0.014 mm/tp 0.006 96 0.13 0.27 0.61
dH -14.2 -0.026 mm/m 0.012 97 0.28 0.28
int 25.3mm 0.421 mm/section 0.169 98% n/a n/a 99.99%
ref 135 4.6x10° mm/nt°C 0.5x10° 99.99 0.76 0.77 0.60
dH -15.7 -0.029 mm/m 0.012 98 0.31 0.31
Sections 57 and 58 omitted
ref 12.2 mm 4.5x10° mm/n? °C 0.5x10° 99.99% 0.77 0.75 99.99%
tp 9.2 0.007 mm/tp 0.011 45 0.05 0.08 0.59
dH -6.6 -0.011 mm/m 0.022 37 0.07 0.07
int 18.1 mm 0.313 mm/section 0.234 81% n/a n/a 99.99%
ref 12.3 4.5x10° mm/n? °C 0.5x10° 99.99 0.76 0.76 0.59
dH -11.8 -0.020 mm/m 0.019 70 0.14 0.14

“tp” represents the turning point argument used in modelling the settlement eltdtthe height difference, andéf’ refraction. Se&Craymer
and Vaniek [1986] for the derivation of these arguments. Note that the partial correlation coefficients given here are correct. The values quoted by
Stein et althis issue] are actually simple correlation coefficients. Note also that for the models with two sections deleted, the cumulative effects of
the variables will be smaller.

305-307; Neter and Wassermari974, p. 386SAS Institute them should be used. Further evidence for this can be found by
Inc., 1985, p. 765]. In this approach, all variables are includeanparing our regression model (without the intercept) with
in the multiple regression model. The parfatest is then usedone where the intercept is substituted tfip(see Table 1). From

to check the statistical significance of each variable. The tme results it can be seen that both models give statistically
with the least significant partidF is omitted from the modelidentical numerical results; either the interceptmpcan be used
and new partiaF computed. This is repeated until the parfialwithout  significantly influencing the other regression
for all variables are statistically significant. coefficients.

In spite of Stein et als [this issue] arguments, the fact Having to choose between either the intercept or the turning
remains that the regression coefficients in our model poént variable, we have taken the later for the simple reason
statistically significant. This is proof positive that a multiptat we have a physical explanation for its existence. As stated
linear association exists between the discrepancy and b)h&8AS Institute Inc[1985, p. 712], “Effective model building
independent variables describing refraction, turning poiaguires substantive theory to suggest relevant predictors and
settlement, and an effect dependent on height difference. plausible functional forms of the modelCraymer and Vark

[1986] have shown that one must expect the presence of a
INTERCEPTVERSUSSETTLEMENT settlement effect. Moreover, the magnitude of the effect agrees
ell with independent field tests as reported @yaymer and

Stein et al.[this issue] also question the absence of gnl”cek[1985] andvaniek et al.[1985]. On the other hand,

intercept (or ab;e,ol_ute” term) In our regression mo_del. We r?\%‘/\éecannot conceive of any reason why the intercept should be
not taken the “blind” regression approach of simply addlngesent

parameters into our model that may have no physical mearﬁngr ing to justify the inclusion of the intercepBtein et al
Instead, we have used an approximation approach where. we . . . . . )
devel del based tablished ohvsical princiol e[w issue] define the intercept as the “mean divergence per
cvelop a model based on established physical principles. JJig;q, » However, the proper definition for the intercept is
know of no such prlnmple which would argue for including su [nply the ¥ intercept” where ¥ is the axis for the dependent
?nccknnsta;‘nt ef;ectilnlour:wodfl. Theinprtisencemcﬁx? ccf)nlst\?nltlivearl ble (discrepancy). In other words, it is the value of the
axes no physical sense to us I € context of leve Qg'crepancy when the independent variables (refraction, turning
_Although_ the intercept is statlstlcal!y |n5|gn|_f|c_ant Wheﬁoints and height difference) are all zero. Although we could
included in the model, as suggestedSigin et aI.[thls_ issue], a argue for a discrepancy when we have ziaand refraction, we
closer look at the results reveals a strong collinear relaté %\not imagine any physical justification for the existence of a

(correlation of -0.9) between the intercept @pd This Causesdiscrepancy when there are zero turning points (i.e., no

the _eshmatlon to beco_me |I|-cond|t|oneo! and, as e.Xpla'qg\gelling)! We think it makes much more sense to constrain
earlier, |nfla_1te_s the_""’?”a_”PeS of the estimates ma_klng t g intercept to zero in the model which must have, by
appear statistically insignificant. Consequently, Stein et al ?inition a zero discrepancy for zero turning points
conclusions based on this near singular model are statistica(?y ' '
unsupportable.

Clearly, these highly collinear variables (intercept apy

are accounting for the same effect in the model, and only one 8tein et allthis issue] state thap anddH explain 9% of the

OTHER COMMENTS BY STEIN ET AL.
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variance in the discrepancy, whereas a much greater propodimsistently used in either the F or B directions. Thus the error
(61%) is explained when refraction is also included. Thegpuld have different signs depending on whether the SSL
claim, without explanation, that this is duetmpanddH having runnings were in the F or B direction. Realizing this, we
correlations of opposite sign to their corresponding regresslexeloped a new argument to properly account for a possible
coefficients. This is completely irrelevant. The reason whydifferential rod scale error.

anddH explain much less of the variation than refraction doe©ur original expression describing the differential rod scale
is because the later effect is much larger and has been purpeffelgt on the F-B discrepancy is written aSrdymer and
amplified by the design of the experiment. We would th€aniek 1986, equation (21)]

naturally expect refraction to be the dominate effect in the

variance of the discrepancy. Furthermore the 9% reduction in (A —Ag) dH =dA dH

variance is indeed a statistically significant amount With\/\ﬁere)\,: andAg are the rod scale errors in the F and B runnings,

confidence level of 99.99% [se&graymer and Variik, 1986, respectively,d\ is the differential rod scale error, add is the

Table 2]. average section height difference. When the SSL coincides
Stein et al[this issue] also argue that a simple regression\@f the F running the erraf\g is given by

refraction alone explains 56% of the variance, almost the same

amount as our model. This too is misleading since this simple dA\e=QAs—AL)

model included the intercept which, as we have shown above, is . .
accounting statistically for the same basic effectas This where the subscripts S and L refer to the SSL and LSL runnings,

simple regression model is statistically equivalent to a muItiEﬁép?Ctlvely' However, when the SSL coincides with the B
regression model with the refraction amp variables but unning, the errodAg becomes
without the intercept. dA\g = (AL —Ag) =—dAp

The claim byStein et al.[this issue] that less than 0.7% of
the variation is explained btp is also without merit as thisin order to resolve this sign difference, we simply use a new
argument is again based on a simple correlation, not a parfiirble equal talH when SSL coincides with the F running and
correlation. As explained above, it does not account for tE when it coincides with the B running. We therefore end up
effect of the other variables, particuladyd which is correlated With new differential rod scale variable whose coefficignisc
with tp. The actual reduction in variance explained by each of o
the variables in a multipl ion is, by definiti [ O=dh=0s—A)

ple regression is, by definition, given

by the square of the partial correlation coefficients. tgoand When we consider this new argument in our multiple
dH, we find that they explain 7% and 8% of the variation in theyression model, its coefficient is not statistically significant
discrepancy, respectively, when the other effects are includegtiany reasonable significance level. However, the difference
the model (i.e., type Il partial correlations). in height @H), turning point, and refraction arguments remain

Finally Stein et al.[this issue] claim it is “impermissible”as statistically significant as before. Although we cannot
that only 7% of the observation fall within thel o error justifiably attribute the coefficient fodH to a differential rod
envelope for the trend odH. However, they fail to explainscale error, the statistical dependence of the F-B discrepancy on
why or what the implications are. What is impermissible is i@ remains very real.Stein et althis issue] think this is “at
direct comparison of “apples” (observations) and “orangegids” with our treatment of the intercept; we point out that we
(regression parameters); these are completely differieae an alternate variableép] that explains the same basic
quantities with different stochastic properties which cannotditect as the intercept but is also physically meaningful.
directly compared. Thel o envelope is for the trend, not founfortunately, we have no such alternate variable dét.
the observations as Stein et al. imply. All one can say, baskgrly, the physical explanation will require further thought.
on the data sample, is that 67% of the time the trentb gnot
the observations) will fall within this confidence region. CONCLUSIONS

Despite the attempts bgtein et al.[1986, this issue] to
discredit our analysis and conclusions, the fact remains that the
We wish to take this opportunity to amend one of owgression coefficients for the effects of refraction, turning
conclusions. In our paper, we attributed the dependence obpthiat settlement, and an effect dependent on section height
F-B discrepancy on the section height difference todi#ference are statistically significant. We have shown that the
differential rod scale error (by differential rod scale error \Rercept accounts for the same basic effect as the turning point
mean the difference in rod scale when observing different pasisable. Having the choice of one or the other, we have
of the rod). Over the steady sloping terrain of this field tagiosen the later as we have a good physical explanation for it.
the short (SSL) and long sight length (LSL) runningsThe deletion of two sections from the data sample does not
consistently observe the middle and end parts of the rod scglesitly affect the magnitudes or signs of the settlement and
respectively. Any difference in rod scale between the middisight difference effects even though their statistical
and end of the rods would, we thought, show up in #®ignificance is reduced. We agree that these sections are
discrepancy. important in strengthening the resolution of these effects,
It now seems that we were incorrect in linking this effaedwever, they actually represent a total of 312 individual
directly with the section height differencdH). Prior to this observations which must not be dismissed lightly as “just one

comment/reply exchange, R.S. Stein [U.S. Geological Survgytwo” observations.
Menlo Park, California, personal communication, 1987]in conclusion, it is important to realize that one must expect
notified us that in this experiment the SSL running was @& presence of rod settlement in the F-B discrepancies between

DIFFERENTIAL ROD SCALE ERROR
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the forward and backward runnings of a section as shown by us REFERENCES
and others [e._gCraymer and Va”‘_fk’ 1985;Anderson 1983; Anderson, E.G., The effect of vertical motion of the level and rods in
D.S. Schneider, Federal Office of Topography, Befjecise levelling, paper presented at the 43rd Annual Meeting, Am.
Switzerland, personal communication, 1981]. In fact, daTngr. on Surv. and Mapp., Washington, D.C., March 13-18, 1983.
results agree extremely well with those obtainedAmglerson Belsley, D.A., E. Kuh, and R.E. WelscRegression Diagnosticgohn
[1983] in a completely independent experiment. RY{eY: New York, 1980. . . . .
. raymer, M.R., and P. Vargk, An investigation of systematic errors in

Sett_lement does not appear to affect the r(_asults_ Obta'ne_ adian levelling lines, proceedings of the Third International
Stein et al.[1986] only because they are using discrepanc@&gnposium on the North American Vertical Datum, IAG, U.S.
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